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B LTL Overview

« Language Technology Lab: https://Itl.mmll.cam.ac.uk/

* Major areas: NLP fundamentals; NLP for
health/multilingualism/education/digital humanities/quantitative linguistics

» Selected Publications on Semantics:
Time-Out: Temporal Referencing for Robust Modeling of Lexical Semantic Change. (ACL’19)

Unseen Word Representation by Aligning Heterogeneous Lexical Semantic Spaces. (AAAI'19)

Room to Glo: A Systematic Comparison of Semantic Change Detection Approaches with Word
Embeddings. (EMNLP’19)

Acquiring Verb Classes Through Bottom-Up Semantic Verb Clustering. (LREC’18)
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B Background

* Pretrained language models offer unmatched results on NLP tasks

« SOTA PLMs (at that time): BERT, RoBERTa, T5

« Context-sensitive learnable embedding vs. static type-level embedding
* Why they work? or what do they learn?

* Probing: linguistic knowledge or structure (syntax or morphology)
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B Motivation

* The paper focuses on how and where lexical semantic
knowledge is encoded in PLMs?

 [Note] Lexical Semantics -> type-level; content words; concept
NOT token-level/Context-specific, like polysemy; metonymy etc.

NOT functional/grammatical words, like pronouns, determiners,
conjunctions (lexicalization vs. grammaticalization)

NOT grammatical/functional/structural meaning
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B Motivation

* Previous work suggest that PLMs have rich lexical knowledge

* But a systematic empirical study across different languages is
currently lacking.
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B Contributions

Systematic experiments

 Different extraction configurations
« Several models

« Six typologically diverse languages
* Five diverse lexical tasks
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B Contributions

Research Questions:
* Q1: language-specific or universal for lexical extraction strategies?

* Q2: Is lexical knowledge concentrated or scattered in NNs?
* Q3: how well does “BERT-based” static word embedding?

* Q4: Do monolingual LMs learn similar representations for words
denoting similar concepts (i.e., translation pairs)?

Q1,Q4: consistency; Q2: distribution Q3: aggregation
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B Related Work

« Word embeddings: static (Word2Vec, FastText) vs. contextual
PLMs (BERT-based)

Differences from static word embeddings:
(1) type-level vs. token-level (2) complete or subword strings

* Probing English-only tasks using learned classifiers on POS
tags [1], word senses [2], or dependency structures [3].

« Multi-Simlex[4] considers multiple languages but only one
lexical task.
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B Experimental Setup

* PLMs: monolingual BERT Base & multilingual BERT

12 768-dimensional Transformer layers
from bottom (L1) to top (L12) plus embedding layer (LO)
12 attention heads

fastText (FT) vectors (on Wiki)

« Languages: English (EN), German (DE), Russian (RU), Finnish
(FI), Chinese (ZH), and Turkish (TR)

» Corpus: 1M sentences from Europarl (EN, DE, Fl), UNPS (RU,
ZH), WMT17 (TR)
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B Extraction Configuration

Component Label Short Description
Source LM MONO  Language-specific (i.e., monolingually pretrained) BERT

MULTI  Multilingual BERT, pretrained on 104 languages (with shared subword vocabulary)
Coitext ISO Each vocabulary word w 1s encoded in isolation, without any external context

AOC-M  Average-over-context: average over word’s encodings from M different contexts/sentences

NOSPEC Special tokens [CLS] and [SEP] are excluded from subword embedding averaging
Subword Tokens ALL Both special tokens [CLS] and [SEP] are included into subword embedding averaging
WITHCLS [CLS] is included into subword embedding averaging; [SEP] 1s excluded

AVG(L<n) Average representations over all Transformer layers up to the n-th layer L,, (included)

RIS L=n Only the representation from the layer L,, 1s used

Table 1: Configuration components of word-level embedding extraction, resulting in 24 possible configurations.
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Extraction
Configuration
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Figure 1: Illustration of the components denoting
adopted extraction strategies, including source LM (top
right), presence of context (bottom right), special to-
kens (top left), and layer-wise averaging (bottom left).
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B Tasks

« T1: Lexical Semantic Similarity (LSIM)

Metrics: Correlation between similarity scores from human evaluation and word vectors for
word pairs

Dataset: Multi-SimLex; 1,888 pairs with 13 languages;

« T2: Word Analogy (WA)
Dataset: Bigger Analogy Test Set (BATS) with 99,200
Example: man:king=woman:?

Metrics: Precision@1 argmaxd(cos(c —a-+ b)) S.t. Wg : Wy = We - T

 T3: Bilingual Lexicon Induction (BLI)
Dataset: XLING, 5K training for the mapping, 2K for test
Goal: to retrieve target language translations for a (test) set of source language word; MRR
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B Tasks

* T4: Cross-Lingual Information Retrieval (CLIR)

Dataset: CLEF 2003 in a document-level retrieval task
Metrics: MAP

 T5: Lexical Relation Prediction (RELP)

Goal: Relation Prediction of synonymy, antonymy, hypernymy,
metonymy, plus no relation

Dataset: WordNet-based 10K word
Metrics: micro-averaged F1 score
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B Contributions

Research Questions:
* Q1: language-specific or universal for lexical extraction strategies?

* Q2: Is lexical knowledge concentrated or scattered in NNs?
* Q3: how well does “BERT-based” static word embedding?

* Q4: Do monolingual LMs learn similar representations for words
denoting similar concepts (i.e., translation pairs)?

Q1,Q4: consistency; Q2: distribution Q3: aggregation
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B Results

« monolingual vs. multilingual LMs: [(Q1] MULTI> MONO

ow important is context? [Q3] yes, less instances is okay!

ow important are Special Tokens? [Q3] no, better without them!
ow important is layer-wise Averaging? [Q3]

marginally better from bottom to top (lower layer may have type-level lexical

knowledge); better than LO and average all;

« Comparison to Static Word Embeddings. [Q3]

better (RELP); worse (BLI&CLIR) and mixed (LSIM&WA)

* Differences across Languages and Tasks. [Q1,4] Some variation
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B Lexical Information in Individual Layers

» Cross-lingual and cross-layer consistency
« Similarity Metrics: centered kernel alignment (CKA)

[y "X
(XX YY)

CKA(X,Y) =

 Self-similarity: CKA similarity among different layers

* Bilingual layer correspondence: CKA for translation pair for the
same layer
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B Cross-layer

English Finnish
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Figure 7: Self-similarity heatmaps: linear CKA similarity of representations for the same word extracted from
different Transformer layers, averaged across 7K words for English and Finnish. MONO.AOC-100.NOSPEC.
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B Bilingual

en-de en-fi en-tr

LO 0.22 0.17 0.14 LO 0.11 0.2 LO 0.11
L1 0.15 0.26 L1 0.072 0.21 L1 0.076
L2 0.15 022 L2 0.071 0.16 L2 0074 | 015
L3 0.15 0.17 L3 0.072 0.098 L3 0.076 0.13
L4 0.15 0.11 L4 0.07 0.052 L4 0.071 0.084
L5 0.15 0.053 L5 0.065 0.021 LS 0.069 0.033
L6 0.15 0.037 L6 0.061 0.014 L6 0.066 0.02
L7 0.16 0.031 L7 0.057 0.014 L7 0.065 0.015
L8 0.16 0.025 L8 0.054 0.015 L8 0.062 0.013
Lo 0.15 0.017 L9 0.05 0.012 L9 0.056 0.0097
L10 0.15 0.0087 L10 0.04 0.0071 L10 0.051 0.006
L11 0.15 0.0059 L11 0.048 0.0061 11 0.053 0.0058
L1Z 0.12 0.01 B 0.025 0.0056 L12 0.036 0.0073
AVER 0.15 0.084 AVER 0.061 0.063 AVER 0.066 0.059
mono-AOC mBERT-AOC mono-ISO mBERT-ISO mono-AOC mBERT-AOC mono-ISO  mBERT-ISO mono-AOC mBERT-AOC mono-ISO  mBERT-ISO

Figure 5: CKA similarity scores of type-level word representations extracted from each layer (using different
extraction configurations, see Table 1) for a set of 7K translation pairs in EN—DE, EN—FI, and EN—TR from the BLI
dictionaries of Glavas et al. (2019). Additional heatmaps (where random words from two languages are paired) are
available in the appendix.
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B Bilingual

en-ru en-ru
Lo 0.11 0.073 0.45 0.016 0.015 0.05
1 0.081 0.11 0.0064 0.011
2 0.082 0.11 040 0.0062 0.0081
3 0.084 0.11 0.35 0.0065 0.0081 0.04
L4 0.079 0.076 0.0052 0.0063
L5 0.07 0.044 0.30 0.0053 0.0043 _—
L6 0.062 0.036 0.25 0.0045 0.0042
L7 0.061 0.034 0.0031 0.0049
L8 0.06 0.034 —0.20 0.0011 0.0053 _0.02
L9 0.059 0.029 0.0009 0.0056
L10 0.034 0.028 et L10 0.013 0.015 0.00077 0.0061
111 0.038 0.027 -0.10 111 0.015 0.015 0.00038 0.0063 -0.01
112 0.02 0.026 112 0022 00015 0.0071
AVER 0.065 0.057 e AVER 0.0045 0.0071
mono-AOC mBERT-AOC mono-ISO mBERT-ISO mono-AOC mBERT-AOC mono-ISO  mBERT-ISO
(a) EN—RU: Word translation pairs (b) EN—RU: Random word pairs

Figure 6: CKA similarity scores of type-level word representations extracted from each layer for a set of (a) 7K
EN—RU translation pairs from the BLI dictionaries of Glavas et al. (2019); (b) 7K random EN—RU pairs.
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B Layer-wise performance

Lo Ly Lo L3 Ly Ly Lg L~ Lg Ly Lio Lu L2

s EN S03 513 505 510 505 484 459 435 402 361 362 372 390
FI 445 466 445 436 430 434 421 404 374 346 333 324 286
WA EN 220 2712 293 288 293 261 .240 217 .199 171 189 221 .229

EN-DE 310 354 379 400 394 393 373 358 311 272 273 264 287
BLI EN—FI 309 339 360 367  .369 345 329 303 279 252 231 .194 192
DE—FI 211 245 268 283 289 303 291 292 288 282 .262 219 .236

EN-DE .059 .060 .059 .060 .043 036 .036 .036 .027 .024 .027 .035 .038
CLIR  EN-FI 038 .040 022 018 .011 .008 .006 .006 .005 .002 .003 .002 .007
DE—FI 054 057 028 .015 .016 .022 .017 .021 .020 .023 .015 .008 .030

Table 2: Task performance of word representations extracted from different Transformer layers for a selection of
tasks, languages, and language pairs. Configuration: MONO.AOC-100.NOSPEC. Highest scores per row are in bold.

Type-level lexical information is available in lower layer. Other work [Kawin Ethayarajh. 2019] suggests higher layers
are more context-specific
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B Conclusion

* Thorough experiments to analyze representations and lexical
semantics across different languages.

« Some recommendations:

(1) monolingual LMs (2) encoding words with multiple contexts
(3) excluding special tokens (4) averaging over lower layers

* Future directions:

(1) Larger models? GPT-like models?

(2) How corpora affect AOC configurations? (Why beyond what)

https://arxiv.org/abs/2403.01509
Fantastic Semantics and Where to Find Them: Investigating Which Layers of Generative LLMs Reflect Lexical Semantics
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B Annual Review of Linguistics
Distributional Semantics

and Linguistic Theory

Gemma Boledal+

I Department of Translation and Language Sciences, Universitat Pompeu Fabra,
Barcelona 08018, Spain; email: gemma.boleda@upf.edu

?Catalan Institution for Research and Advanced Studies JCREA), Barcelona 08010, Spain

Annual Review of Linguistics, 2020; Cited by 228
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B Authors and affiliation

« Gemma Boleda, ICREA Research Professor in the Department
of Translation and Language Sciences of the Universitat
Pompeu Fabra (Barcelona, Spain)

* |CREA: 278 researchers in all fields of knowledge, from
philosophers to astrophysicists, that perform their research in
48 different host institutions in Catalonia.

Catalan Institution for Research and Advanced Studies, is a
foundation supported by the Catalan Government and guided by
a Board of Trustees.

https://gboleda.github.io/
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B Overview

* Distributed semantics provides multidimensional, graded,
empirically induced word representations.

 Limited impact in theoretical linguistics

 This paper reviews methods and results relevant for the areas
1. Semantic Change
2. Polysemy and composition
3. Grammar-semantics interface
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B Distributional Semantics

* Distributional Hypothesis

Similarity in meaning results in similarity of word distribution (Harris, 1954)
Reverse engineer: from word distribution to a meaning (representation)
* Multidimensional and continuous space with geometric relations

a  Any grad student or postdoc he'd have b 257
would be a clonal copy of himself.
During that postdoc, | didn't publish much. 20t Stug‘e"tfhﬁ aiseins i Tadiilo v
- "0 postdoc (0.71038, 1.76058)
S1st "
)
c
@
7 g£10¢F
|| Dimension1 | Dimension2_ 8 |/ cosine (postdoc, student) = 0.99
postdoc 0.71038 1.76058 05 i/
student 0.43679 1.93841
wealth
wealth 1.77337 0.00012 0.0

00 05 1.0 15 2.0 25
Dimension 1
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B Distributional Semantics

* How to get the representations?
Co-occurrence statistics -> machine learning type of algorithms
 Difference with structuralist representation (feature, like + editable)
automatic (learnable) vs. manual
multidimensionality vs. fewer features
gradedness vs. concreteness

Table 1 Near-synonyms in semantic space: the words closest to man, chap, lad, and guy

Word Nearest neighbors?
man woman, gentleman, gray-haired, boy, person
lad boy, bloke, scouser, lass, youngster
chap bloke, guy, lad, fella, man
I guy bloke, chap, doofus, dude, fella I




B Semantic Change

* Hypothesis: a change in context of use mirrors a change in meaning (a
“diachronic” version of distribution hypothesis)

* The inference process is typically carried out by building word
representations at different points in time [Kim et al. 2014]

* Traced by similarity scores or the nearest neighbors [Hamilton et al. 2016]
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B Semantic Change
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Similarity to “gay” in different time periods
Traced by similarity scores
[Kim et al, 2014]




B Semantic Change

a gy (19009 b
spread
flaunting sweet
tasteful cheerful
broadcast (1850s) SC? o
pleasant SeeSOWS
frolicsome circulated ‘/catter
witty gay (1950s)
bright broadcast (1900s)
newspapers
gays bisexual television
gay (1990s) homosexual radio
lesbian BBC broadcast (1990s)

Traced by nearest neighbors [Hamilton et al. 2016]
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awful (1850s)
majestic
awe
dread pensive
gloomy
horrible
appalling¥  terrible
awful (1900s)
wonderful
T~ awful (1990s)
weird

awfully




B Semantic Change

 Detection of types of semantic shift
Narrowing and broadening [Sagi et al. 2009]
grammaticalization (e.g., do) [Sagi et al. 2009]

» systematically exploring data and advancing the theory

[Xu&Kemp, 2015] assessed two previously proposed laws:

1) co-evoluation: pairs of similar words tend to evoluate together

2) differentiation: synonyms tend to evolve differently due to efficiency
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B Semantic Change

* Promising directions
detecting; locating; tacking; testing theory
NOTE: There are several (if not many) papers, workshops, etc

* Challenges
data hungry
spurious effects
functional words
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B Polysemy and composition

 Single Representation, Polysemy via Composition
The (nuanced) meaning of some words is affected by context,
For example: bake a cake (creation) vs. bake the potato (change)
Resolution: Composition of a larger constituent
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B Polysemy and composition

a b T T T T T
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Synthetic is approximate to the corpus based representation

Dimension 2 may represent an abstract meaning
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B Polysemy and composition

 Single Representation, Polysemy via Composition
The (nuanced) meaning of some words is affected by context,

For example: bake a cake (creation) vs. bake the potato (change)
Resolution: Composition of a larger constituent

Maybe “bake + cake” can represent “bake” more by dragging it
into a “creation” direction/dimension.
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B Polysemy and composition

* Different Representation, Polysemy via Word Senses
Sense-specific word representation
word sense induction
vector per word use [Schutze, 1998] (contextual representation)
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B Discussion

* Distributional semantics offer an elegant framework:
Multidimensionality: common+specific

gradedness: degree of “synchronic” change

Probabilistic? Modeling polysemy as uncertainty [Liu & Liu, 2023, /”]

* To make ?redictions and test specific hypothesis driven by
linguistic theory

e.g., [Boleda et al. 2013] in “Adj + Noun” phrase, if N is more
typical to A, then it is easier to predict

-> conceptual aspect vs. referential aspect
* INOTE] Chinese has countless compound words
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B Grammar-semantics interface (Brief)

« Syntax-Semantics Interface
e.g., Verbs with different arguments may mean differently
A recent work on revertible SVO
* Morphology-Semantics Interface
e.g., Disambiguation of affix, such as “-er”
Compositionality
Semantic opacity and semiopacity

A more theoretical work: derivational affix with emotional
valence [Lapesa et al. 2017]
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B Conclusion

« Combination of two areas
(1) the connection of use, meaning and grammar is relevant
(2) semantic relationship via geometric relationship (similarity)
(3) gradedness
(4) abstractions of the relevant semantic classes by averaging representations
(5) Compositionality via simple operations on representations

» Challenges
Data quality and quantity
[INote] Representational view from a black box: what a vector really tells us?
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Thank you for listening!

https://juniperliuzhu.netlify.app/
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B A.1 Our work 1

« Fantastic Semantics and Where to Find Them: Investigating
Which Layers of Generative LLMs Reflect Lexical Semantics

Large language models have achieved remarkable success in general language understanding tasks.
However, as a family of generative methods with the objective of next token prediction, the semantic
evolution with the depth of these models are not fully explored, unlike their predecessors, such as
BERT-like architectures. In this paper, we specifically investigate the bottom-up evolution of lexical
semantics for a popular LLM, namely Llama2, by probing its hidden states at the end of each layer
using a contextualized word identification task. Our experiments show that the representations in
lower layers encode lexical semantics, while the higher layers, with weaker semantic induction, are
responsible for prediction. This is in contrast to models with discriminative objectives, such as mask
language modeling, where the higher layers obtain better lexical semantics. The conclusion is further
supported by the monotonic increase in performance via the hidden states for the last meaningless
symbols, such as punctuation, in the prompting strategy.

https://arxiv.org/abs/2403.01509 Under Review
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B A.2 Our work 2

Ambiguity Meets Uncertainty: Investigating Uncertainty Estimation for Word Sense Disambiguatior

- Word sense disambiguation (WSD), which aims to determine an appropriate sense for a target word given
its context, is crucial for natural language understanding. Existing supervised methods treat WSD as a
classification task and have achieved remarkable performance. However, they ignore uncertainty
estimation (UE) in the real-world setting, where the data is always noisy and out of distribution. This paper
extensively studies UE on the benchmark designed for WSD. Specifically, we first compare four
uncertainty scores for a state-of-the-art WSD model and verify that the conventional predictive
probabilities obtained at the end of the model are inadequate to quantify uncertainty. Then, we examine
the capability of capturing data and model uncertainties by the model with the selected UE score on well-
designed test scenarios and discover that the model reflects data uncertainty satisfactorily but
underestimates model uncertainty. Furthermore, we explore numerous lexical properties that intrinsically
affect data uncertainty and provide a detailed analysis of four critical aspects: the syntactic category,
morphology, sense granularity, and semantic relations.

https://aclanthology.org/2023.findings-acl.245/ Findings: ACL 2023
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B A.3 Our work 3
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