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Superposition
•叠加 [量子系统在被测量之前同时处于多种状态的能力；数学...]
• Individual neurals represents unrelated concepts/features.
• Vision: One neural can represent color red, a left-facing curve 

or a dog noise
• [Similar case in a word: homonymy (and polysemy??)]
• In models: sometimes one-to-one, sometimes not.
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Superposition
• Why is it that neurons sometimes align with features and 

sometimes don't? Why do some models and tasks have many 
of these clean neurons, while they're vanishingly rare in others?

• Toy model: small ReLU networks trained on synthetic data with 
sparse input features

• To investigate how and when models represent more features 
than they have dimensions (number of neurons)?
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Feature Sparity increases...
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n_features = 5
m_neurons = 2



Key results and broader examples
• Superposition is a real, observed phenomenon
• Both monosemantic and polysemantic neurons can form
• At least some kinds of computation can be performed in 

superposition
• Whether features are stored in superposition is governed by a 

phase change
• Superposition organizes features into geometric structures such as 

digons, trangles, pentagons, tetrahedrons (geometry).
• Adversarial examples and grokking, MoE, training dynamics, larger 

models....
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Definitions
• Linear representation hypothesis of neural networks

• Decompositionality: Network representations can be described in 
terms of independently understandable features.

• Linearity: Features are represented by direction.

• Linear Structure: “word embeddings have a gender direction”
• A property for Mechanism Interpretability:
  e.g. to identify the individual features within a representations
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Empirical Phenomena
• Word Embeddings: directions
• Latent Spaces: “vector arithmetic”
• Interpretable Neurons
• Universality
• Polysemantic Neurons
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What are features? (Working Definitions)
• Features as arbitrary functions.
• Features as interpretable properties. 
• Neurons in Sufficiently Large Models

• Features as directions: directions as W_i, and activated values 
  on that direction x_i
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Definitions
• Privileged Basis: Only some representations have a privileged 

basis which encourages features to align with basis directions 
(i.e. to correspond to neurons) .

• Superposition: Linear representations can represent more 
features than dimensions 
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Priviledged basis vs. non-priviledged

• Whether the certain basis corresponds to certain feature direction 
• Priviledge basis -> basis aligned (one hot as feature directions)
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Superposition Hypothesis
• Linear representations can represent more features than 

dimensions
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Superposition Hypothesis
• features are represented as almost-orthogonal directions in the 

vector space of neuron outputs
• Interference cost could be alleviated with highly sparse features
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Superposition Hypothesis - Simulation
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Summary: A Hierarchy of Feature Properties

• Decomposability: from representation to features
• Linearity: from features to representation in a linear way
• Superposition vs Non-Superposition
• Basis-Aligned: all W_i are one-hot basis vectors

• Superposition has to have priviledged basis
• Basis-Aligned -> non-superposition
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Anything to discuss?
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Experiments
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• Whether a neural network can project a 
high dimensional vector x (n) into a lower 
dimensional vector h (m) and recover it?

• Store and recover (Autoencoder with a 
bottleneck, reverse of sparse dictionary)

• Synthetic data for x with n features with 
properties:

• Sparsity: �(� = 0) = �   
�(�~�(0,1)) = 1 − �

• Importance: ��
• n > m



Experiments
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• Two mapping models
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Visualization

• Feature Representation vs Interference (Superposition/Orthology)
• ��� and �
• ||��|| and  �≠� (�� ∙��)2
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Results (n=20, m=5, I decreases)
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More features and more dimensions
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Mathematical Understanding
• Empirical result: adding a ReLU to the output of the model 

allowed a radically different solution - superposition
• Can we analytically understand why superposition is occuring?
• Inspiration from PCA
• feature representation vs interference
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feature benefit vs interference

• The deduction can be refered to Exact solutions to the nonlinear dynamics of learning in deep 
linear neural networksA.M. Saxe, J.L. McClelland, S. Ganguli. 2014.
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feature benefit vs interference
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Similar to famous 
Thomson problem

• Uniform importance with a fixed number of features with 1 norm 
and others with 0 norms => only interference term remains

• points (features); space (hidden dimension)
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Anything to discuss?
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Superposition as a Phase Change
• Three outcomes/phase for a feature

• simply not be learned
• learned but represented in superposition
• represented with a dedicated dimension

• Some kind of phase change
• Experiments

• To isolate the effects
• 2 features with 1 dimension
• ReLU after the linear output
• Importance: 1 for the first, 0.1-10 for the 

second (, which is our focus)
• Sparsity: 1.0 - 0.01
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Results (Empirical vs. Theoretical, n=2 m=1)
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Results (n=3, m=2)
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The Geometry of Superposition
• Inspired by Thomson problem
• Uniform Superposition: all features have the same importance 

and sparsity
• n=400, m=30 (n >> m is just okay)
• Number of represented feature: ||�||�2

• “Dimensions per feature”: �∗ = �/||�||�2
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The Geometry of Superposition
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Dimensionality
• Dimensionality for a feature i
• an antipodar pair [1, -1] has 

1/2 of D for each feature
• D=0 for feature not learned
• D of all features sum up to 1.
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Geometry (many sticky points)
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Non-Uniform Superposition
• Features varying in importance or sparsity
• Correlated features
• Anti-correlated features
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Features varying in sparsity
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Pentagon-Digon Phase Change
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Correlated and Anticorrelated Features
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Correlated and Anticorrelated Features
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Local Almost-orthogonal bases
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Collapsing of correlated features
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Superposition and Learning Dynamics
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Other parts...
• Relationship to Adversarial Robustness
• Superposition in a priviledged basis
• Computation in Superposition
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Conclusions
• Definitions of related concepts
• Superposition is observed in non-linear models with sparse 

features (tradeoff between feature benefit and interference)
• Mathematical Understanding
• Visualization: A phase change
• Geometry of feature directions (uniform vs. non-uniform)
• Omitted parts
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Q & A
THANK YOU
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Note
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