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Motivation

He sat on the bank of the river.

Classifier (SoftMax)
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The energy comes from a plant

Kick the bucket

Imbalanced sense distribution Domain shift

Model Uncertainty

Data Uncertainty

• Word Sense Disambiguation (WSD) as classification
• Modern neural networks are poorly calibrated
• WSD needs uncertainty estimation

Evaluation: Uncertainty Scores
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Two test scenarios for data uncertainty

Out-of-distribution test for model uncertainty

• The model captures data uncertainty well 
• Model uncertainty is underestimated

Evaluation: Two Uncertainties

• Traditional SoftMax output (MP) is over-confident
• MC Dropout Sampling-based score (SMP) is better than MP

Analysis: Effects

Significant difference among different levels in terms of 
• Syntactic categories
• Morphology (nMorph)
• Sense granularity (nGT, nPD)
• Semantic relation (hyponym)

Paper and Code:
https://github.com/RyanLiut/WSD-UE
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