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How do generative LLMs encode lexical semantics?
 Decoder-only model vs. Encoder-style model

1. Access only preceding context
How to disambiguate “bank”?
2. Misaligned objective of 
understanding and predicting
Understanding the current word, but 
target the next one?

 Interpretability from a representational view
1. Geometric probing without training a probing classifier 
2. Layer-wise dynamics
3. Top-down interpretability 

 Research question
     To what extent and through which layer do LLMs encode 
lexical semantics?

 Hypothesis
     GPT-like LLMs encode lexical semantics in shallow layers 
while making predictions, potentially leading to the forgetting 
of information related to current tokens in deep layers.

 Probing task: WiC (Word in Context)
     Whether words in two contexts have the same meaning?
     

Air pollution - Open a window and let in some air √
    The bank of the river - the bank where you deposit  ×

 Model
     Llama-2 7B base with various settings; BERT-Large

 Settings - Where to extract representations?

base   the bank of the river
repeat   the bank of the river the bank of the river
repreat_prev the bank of the river the bank of the river 
prompt  The bank in this sentence: “the bank of 

the river” means in one word :

to use all the context

represents the 
next token?

Layer-wise performance shows two trends:       and 

 Llama2 (especially with 
prompting) has the potential for 
word-level understanding

 repeat strategy is comparable to 
prompting and outperforms the 
base strategy

 verbs are generally more 
challenging to disambiguate

 anisotropy removal is better

Increasing trend: prompt; repreat_prev; BERT_large 

non-monotonic trend: base; repeat; 
Indicating Llama encodes lexical semantics 

before predicting (meaning of the next token)
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 Method - How to make the binary classification?
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