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“To know what you know and to know what you do not know, that is true knowledge”
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Outline

* Background
* One paper published in Findings: ACL 2023
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Large Language Models in Al

* Power Generative Al based on Large Language Models
* ChatGPT, new Bing (ChatGPT + Browser)
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Large Language Models in Al

* ChatGPT + Knowledge Retrieval/Education/Ethics/Economics ....

 World-level news from academics to business

ARTIFICIAL INTELLIGENCE

ChatGPT is about to revolutionize the
economy. We need to decide what that looks

like.

New large language models will transform many jobs. Whether they will lead to
widespread prosperity or not is up to us.

MIT Technology Review: https://www.technologyreview.com/2023/03/25/1070275/chatgpt-
revolutionize-economy-decide-what-looks-like
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| Critics

The False Promise of ChatGPT

Jueves, 09/Mar/2023 a lan Roberts, Jeffrey Watumull, Noam Chomsky [ The New York Times

The human mind is not, like ChatGPT and its ilk, a
lumbering statistical engine for pattern matching,
gorging on hundreds of terabytes of data and
extrapolating the most likely conversational response
or most probable answer to a scientific question.
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Mitigating the risk of extinction from
Al should be a global priority alongside
other societal-scale risks such as
pandemics and nuclear war.

Signatories:

Al Scientists Other Notable Figures

Geoffrey Hinton
Emeritus Professor of Computer Science, University of Toronto

Yoshua Bengio
Professor of Computer Science, U. Montreal / Mila

Demis Hassabis
CEO, Google DeepMind

Sam Altman
CEO, OpenAl

Al for safety: https://www.safe.ai/statement-on-ai-risk
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Does Al really know languages?

* Mega Data + Deep learning -> result

* “To know or not to know?” before we ask “To be or not to be?”
* Known knowns vs. Known unknowns

 What does the model know?

* Does the model know what it/he/she does not know?
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Epistemic Problems in Al

Known knowns Black Box

* Black-box, a lack of accountability and trust =l s

I3 GoodFirms

What weighs more, two pounds of feathers or a pound of bricks?

* Less mathematical theory
e correlation rather than causation

Known unknowns

o Ove r—CO nfi d e nt/h a | | u Ci n at i O n Two pounds of feathers weigh more than a pound of bricks.
* Needs more statistical theory
* Bayesian Probabilistic modeling

Explain

| apologize for the mistake in my previous response. It was incorrect. In reality, two pounds of

feathers and a pound of bricks both weigh the same, which is two pounds.
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Ambiguity Meets Uncertainty: Investigating Uncertainty
Estimation for Word Sense Disambiguation

Zhu Liu, Ying Liu

liuzhu22 @mails.tsinghua.edu.cn

vingliu@tsinghua.edu.cn
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| Outline

* Introduction
 Evaluation (Experiment)
* Results

* Analysis

* Conclusion
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Introduction
Task and Problem

* A deterministic classification task for Word sense disambiguation (WSD).

bank%1:17:01:: bank%1:14:00:: bank%1:04:00::
(sloping land) (financial institution) (flight maneuver)

...

[ Classifier (SoftMax) ]

T

He sat on the bank of the river.
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Introduction
Task and Problem

* A deterministic classification task for Word sense disambiguation (WSD).

* Probability score after SoftMax is poorly calibrated/ over-confident
* Fail to estimate uncertainty

2023/6/10
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Introduction
Task and Problem

e A deterministic classification task for Word

ov ‘\\ model
00O¥

Probability score after Softmax is not well-

\
possibleY,  true
\
model -~ model

Fail to estimate uncertainty

(a) Model uncertainty

* Model uncertainty: varied models due to inadequate data

* Data uncertainty: random results due to inherent noise
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(b) Data uncertainty
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Introduction
Ambiguity meets Uncertainty

* WSD requires uncertainty estimation

* Model uncertainty
Imbalanced sense distribution (Most-Frequent-sense bias)
Domain shift (Different genres, language styles...)

* Data uncertainty

Imperfect annotations with relatively low agreement (~*80%)
Literal vs. non-literal understandings

2023/6/10

Keynote and Paper 15



Introduction
Contributions

* To compare the conventional probability of the model output with
the other three uncertainty scores

* To design test scenarios to evaluate model and data uncertainty

* To analyze which lexical properties affect uncertainty estimation.

2023/6/10 Keynote and Paper 16




Evaluation: Known unknowns
Uncertainty Scores

* Model: a SOTA WSD model (MLS )

» Test Datasets: the Unified Evaluation Framework for English all-words(Senseval-2,
Senseval-3,SemEval-2007, SemEval-2013, and SemEval-2015)

e UE scores: MP, SMP, PV and BALD

MP: negative Softmax output; Other scores: MC Dropout Sample statistics
* Metrics: RCC (risk courage curve) and RPP (reversed pair proportion)

RCC: cumulative misclassifications according to uncertainty levels

RPP: Disagreement samples between uncertainty and loss values
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Evaluation
Uncertainty Scores

MP SMP
%102 x 102

e Question: which UE score is better? .- .

s=0.24

 Sample-based score SMP better than  °.¢ o2 04 06 08 10 00 02 04 o6 o8 10

 The distribution of four UE scores on
misclassified instances of all datasets.

o N & @)
= N

o

MP with a more balanced distribution .. a0 PALD

s=0.37 3 s=0.81
2
.-_ 0 l-_

0.0 02 04 06 08 1.0 0.0 02 04 06 08 1.0

* MP tends to be over-confident

o = N W
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Evaluation
Uncertainty Scores

UE S Senseval-2 Senseval-3 SemEval-07 SemEval-13 SemEval-15
€Of® 1 RcC| RPP| | RCC] RPP| |RCC| RPP| | RCC| RPP| | RCC| RPP|
MP 5.69 9.50 7.11 10.37 8.68 11.40 5.78 8.02 5.02 11.07
SMP 5.78 9.14 7.10 9.83 8.81 10.83 5.59 7.88 5.34 11.16
PV 6.11 11.47 7.50 12.40 9.93 16.00 5.97 10.22 5.62 13.11
BALD 6.00 11.09 7.46 11.99 9.36 14.73 5.83 10.02 5.48 12.77
Table 1: UE score comparisons on five standard WSD datasets.
UE Score NOUN VERB ADJ ADV ALL
RCC| RPP| | RCC] RPP||RCC] RPP||RCC| RPP| | RCC| RPP|
MP 6.06 7.47 14.08 18.20 5.15 8.25 3.70 4.89 6.13 9.78
SMP 4.94 7.66 13.76 1745 4.39 8.35 2.65 4.85 6.11 9.44
PV 6.25 9.17 15.38 22.02 4.97 9.37 3.20 5.33 6.48 11.91
BALD 5.18 9.39 14.42 20.96 4.59 9.80 2.66 5.56 6.36 11.52

* SMP has an advantage over other scores.
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Table 2: UE score comparisons on all the datasets with different kinds of POS.
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-valuation: Two unknowns
Data Uncertainty

* Controllable context to simulate

. . N words N words L=N
partial observations , S , A \
. P e e I
* Window-controlled context o pl book hotel o s o
TES TR
N linear neighboring words (a) window-controlled context
 Syntax-controlled context discourse __ obj __MNPhops_ H=N
. . . . LI S| "
hierarchical neighboring words e I__p'e_af_| a | hotel je*-

COnneCted by universal dependency (b) syntax-controlled context

N hops
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Fvaluation
Data Uncertainty

(a) Window-controlled

e e " " e " e " e " e e T " " e " e ) " e e " e

 How does the model capture DU? °” ___-=—"%"7"" e
0.50 UE_MP
* We expect that with the larger - | H- ACCSMP
window size or number of hops, the e
more accurate and the more 0 ' ? oo e
uncertain the model will be. (b) Syntax-controlled
. 0.75 _p————— == T S EE— S EE— +
* SMP captures data uncertainty g=="""
0.50
better
0.25 ‘\'\f
—o @ ————o
0 1 2 3 4 5 W

number of hops: H
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Evaluation
Model Uncertainty

* How does the model capture MU?
e Qut-of-distributed dataset: 42D

UE_Correct
UE
UE_Wrong

0.6

0.4

* Lower uncertainty than the most .
(data) uncertain case 03

e SMP underestimates model 0.2
uncertainty o I

Uncertainty and accuracy (F1) scores for model uncertainty
(OOD) and data uncertainty (without any context) scenarios.

WC w. L=0
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Qualitative Results

* Words with different levels of uncertainty
* Most uncertain words, e.g., settle, cover
Most certain words, e.g., article, bed, bird
* Which lexical properties affect uncertainty estimation?

(a) Most uncertain lemmas (b) Most certain Iemmas

cEcovers: éart l
puzhsettle ccccc v |

appreciation

s:luLl-:m

peaker @Nt rance “obrain farmers:
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Analysis: Known knowns
Effects on Uncertainty

Question: Given different word
Linguistic knowledge groups split by the uncertainty level,
is there significant difference in

their mean values between each
* Morphology other?

* Sense Granularity

* Syntactic Category

* N splits for different effects,
considering the trade-off of level
granularity and sample sparsity

* T-test with p-value of 5%

e Semantic relation
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| Analysis
Effects on Uncertainty

. (a) UE Distribution (b) Difference Significance
* Syntactic Category UE=0.13 == noUN

mmm VERB

- 0.0 B¥¥] 1.7 3.9 I—10

=2
>
AD)
ADV =
m —5
= L0
n=184 . ._ _
UE=0.08 =_ 717 0.0 2.7
=507 < L _ g

UE=0.11 2_ .30
<

B oo |

| | | I
NOUN VERB ADJ ADV

UE=0.22

Significant difference among different syntactic categories

Except for the NOUN-ADJ pair, verbal instances are more significantly uncertain
than NOUN or ADJ, while ADV has the least uncertainty.
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| Analysis

Effects on Uncertainty

° MOfphOlO gy « Effect ‘ Conitiitin s, linlcertall?;y EStllIEl;lon o (_)Dllﬁ)fere;1lcle<i1gLn%1ﬁca]iloce<_> .
number of morphemes (nMorph) nGT=1, POS=NOUN 0.13 011 007 | L44e-2 1.35¢-8  5e-4
e Sense Granularit nGT=1, POS=VERB 022 0.19 013 | 7.6le2  6.04e-4  6.6e2
y ‘/ oMorph 11, pos=aD T o011 008  0.10 3.6e-2  42le-1  4.40e-1
Number of ground-truth senses (nGT) nGT=1, POS=ADV 0.11 006 002 | 7602  6.0de-d  6.60e-2
Number of candidate senses (nPD) nGT | . [ 1012 0.22 - 1.61e-22 . -
_ _ nPD nGT=1 L |004 016 022 | 6.22e-96 3.42e-135 5.01e-10
* Semantic relation « dHypo | nGT=1,POS=NOUN L |0.14 012 009 | Ld3e2 19le-6  6e-3
Hyponymy for nouns (dHypo) dSyno nGT=1 S 0.14 0.14 0.14 2.9 5.38 5.67

Synonym (dSyno) X

Significant difference among different levels in terms of various effects
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Conclusion

Known Unknowns
* To assess different uncertainty scores

* To examine to what extent a SOTA model captures data uncertainty and
model uncertainty

Known Knowns

* To explore effects that influence uncertainty estimation in the perspectives
of morphology, inventory organization and semantic relations
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* Knowledge of Knowledge: Exploring Known-Unknowns Uncertainty with Large Language Models
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Tsinghua University

Thank you for your attention!

For more information, please refer to:
https://github.com/RyanLiut/WSD-UE



https://github.com/RyanLiut/WSD-UE

